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Abstract The density of contacts or the fraction of buried

sites in a protein structure is thought to be related to a

protein’s designability, and genes encoding more design-

able proteins should evolve faster than other genes. Several

recent studies have tested this hypothesis but have found

conflicting results. Here, we investigate how a gene’s

evolutionary rate is affected by its protein’s contact

density, considering the four species Escherichia coli,

Saccharomyces cerevisiae, Drosophila melanogaster, and

Homo sapiens. We find for all four species that contact

density correlates positively with evolutionary rate, and

that these correlations do not seem to be confounded by

gene expression level. The strength of this signal, however,

varies widely among species. We also study the effect of

contact density on domain evolution in multidomain pro-

teins and find that a domain’s contact density influences the

domain’s evolutionary rate. Within the same protein, a

domain with higher contact density tends to evolve faster

than a domain with lower contact density. Our study

provides evidence that contact density can increase

evolutionary rates, and that it acts similarly on the level of

entire proteins and of individual protein domains.

Keywords Designability � Protein structure �
Evolutionary rate � Protein evolution � Domain �
Principal component regression

Introduction

Understanding why protein-coding genes evolve at differ-

ent rates is central for many fields, including molecular

evolution, comparative genomics, and structural biology

(Pal et al. 2006). In the past few years, numerous quantities

have been found to correlate with evolutionary rate,

including protein length, the number of a protein’s inter-

action partners, the centrality in the protein interaction

network, the dispensability of the gene, and gene expres-

sion level (Hurst and Smith 1999; Pal et al. 2001, 2003;

Hirsh and Fraser 2001; Marais and Duret 2001; Jordan

et al. 2002; Fraser et al. 2002; Rocha and Danchin 2004;

Hahn and Kern 2005; Wall et al. 2005; Zhang and He

2005; Lemos et al. 2005; Agrafioti et al. 2005; Drummond

et al 2005, 2006; Kim et al. 2006). Among these various

variables, expression level seems to be the major deter-

minant of evolutionary rate, at least in fast-replicating

single-cellular organisms (Drummond et al. 2006).

A number of recent studies have addressed whether

protein structure per se influences evolutionary rate (Shak-

hnovich 2006; Bloom et al. 2006; Lin et al. 2007), that is,

whether certain aspects of a protein’s structure such as its

secondary structure composition and its accessible surface

area affect the rate at which the protein’s genetic sequence

evolves. The main emphasis in these studies is the rela-

tionship between a gene’s evolutionary rate and the
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corresponding protein’s contact density (mean number of

residue-residue contacts per residue) or fraction of buried

sites. The latter two quantities are predicted (Wolynes 1996;

Shakhnovich 1998; England and Shakhnovich, 2003) to be

measures of a protein’s designability (Li et al. 1996), and

more designable proteins should have more rapidly evolving

genetic sequences (Bloom et al. 2006). Bloom et al. (2006)

found indeed that contact density and fraction of buried sites

were positively correlated with evolutionary rate in yeast. By

contrast, Shakhnovich (2006) found a negative correlation

between contact density and evolutionary rate in yeast and

Caenorhabditis elegans. Finally, studying yeast, Lin et al.

(2007) found no correlation between evolutionary rate and

the fraction of buried sites when this fraction was calculated

from protein crystal structures, but found a negative corre-

lation when the fraction was predicted from the protein’s

amino-acid sequence using a support-vector machine. These

discrepancies may be partly caused by differences in the

definitions of the basic quantities studied. For example,

Shakhnovich (2006) considered protein domains, whereas

Bloom et al. (2006) considered entire proteins. Similarly,

Lin et al. (2007) included interchain contacts in their cal-

culation of relative accessible surface area (and thus fraction

of buried sites), whereas Bloom et al. (2006) excluded those

contacts. Some of the results may also be artifacts caused by

insufficient data-set size. In particular, the study by Bloom

et al. (2006) analyzed only 194 open reading frames (ORFs).

The purpose of the present study is fourfold. First, we

verify the results of Bloom et al. (2006) in an indepen-

dently derived and extended yeast data set. Second, we

extend this analysis to three other species, Escherichia coli,

Drosophila melanogaster, and Homo sapiens. Third, the

theory by England and Shakhnovich (2003) suggests sev-

eral quantities other than contact density as measures of a

protein’s designability, and we test whether these quantities

provide additional information about evolutionary rate.

Fourth, we assess whether the individual domains in mul-

tidomain proteins show rates of evolution related to their

contact densities. Throughout this paper, we use the

generic term evolutionary rate to refer to the rate of

nonsynonymous substitutions per nonsynonymous site, dN.

Materials and Methods

Structural and Genomic Data

To match protein structures with the protein sequences in each

analyzed species, we downloaded the structure prediction data

from the GTOP (Genomes TO Protein structures and func-

tions) database (Kawabata et al. 2002). For a given match in

the GTOP database, if the region of similarity was longer than

80% of the protein length and the sequence identity was larger

than 40% of the sequence in the Protein Data Bank (PDB),

then the match was saved for further calculation. This process

yielded 777, 363, 795, and 860 matches in E. coli, S. cerevi-

siae, D. melanogaster, and H. sapiens, respectively. We only

considered entries in the PDB corresponding to experimen-

tally determined structures.

For each protein with a match, we obtained the corre-

sponding three-dimensional (3D) structural information

from the PDB. From these crystal structures, we calculated

residue-residue contact maps, secondary structure ele-

ments, and percentage solvent accessibility. We considered

two residues in contact if any nonhydrogen atom of one

residue was within a distance of 4.5 Å from any nonhy-

drogen atom of the other residue (Bloom et al. 2006). We

excluded contacts between immediate neighbors in the

polypeptide. We calculated the contact density for each

protein by dividing the total number of contacts by the

protein length. We calculated the secondary structure for

each aligned residue using the DSSP (Dictionary of Protein

Secondary Structure) program (Kabsch and Sander 1983).

We simplified our data set by keeping track of four types of

secondary structure elements only: helix (DSSP class H),

sheet (DSSP class E), turn (DSSP classes S and T), and coil

(DSSP classes B, G, I, and ‘‘.’’). We also calculated the

percentage solvent-accessible surface area for each aligned

residue with the DSSP program (Kabsch and Sander 1983).

We normalized these results by the reference surface areas

of an extended Gly-X-Gly peptide (Creighton 1992). We

considered residues with \25% relative solvent accessi-

bility as buried. A protein’s fraction of buried sites is the

number of buried sites divided by the protein length. We

calculated relative solvent accessibility considering only

the atoms within one protein chain, in agreement with

Bloom et al. (2006), but in contrast to the procedure

followed by Lin et al. (2007).

We calculated the evolutionary rates dN (nonsynony-

mous substitutions per nonsynonymous site) and dS

(synonymous substitutions per synonymous site) between

pairs of orthologues. For E. coli, we obtained orthologues

between E. coli and Salmonella typhimurium from TIGR’s

Comprehensive Microbial Resource’s multigenome

homology comparison tool (http://www.cmr.tigr.org/). For

yeast, we obtained orthologues between S. cerevisiae and

Saccharomyces bayanus from the file ‘‘fungalAlignCorre-

spondance.txt’’ at the Saccharomyces Genome Database

(ftp://genome-ftp.stanford.edu/). For fly, we obtained

orthologues between D. melanogaster and Drosophila

yakuba from the Drosophila 12-genome project AAAWiki

at http://www.rana.lbl.gov/drosophila/. For human, we

obtained orthologues between H. sapiens and Mus mus-

culus from Biomart through the Ensembl Homology track

(http://www.ensembl.org/). For each pair of orthologues,

we obtained aligned nucleotide sequences based on the
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alignment of the peptide sequences, which we generated

with MUSCLE (Edgar 2004). Finally, we calculated dN

and dS with PAML (Yang 1997), using one x value

(PAML parameters NSsites = 0 and fix_omega = 0) and

the F3X4 codon frequency model (PAML parameter

CodonFreq = 2). We obtained genomic sequences from

the following sources: the Comprehensive Microbial

Resource (http://www.cmr.tigr.org/) for E. coli and

S. typhimurium, the Saccharomyces Genome Database

(ftp://genome-ftp.stanford.edu/) for yeast, the Eisen Lab

(http://www.rana.lbl.gov/drosophila/) for fly, and Ensembl

(http://www.ensembl.org/) for human and mouse.

We used previously published expression data for each

species: For E. coli, we obtained gene expression levels

measured in mRNAs per cell from Covert et al. (2004); for

yeast, we used expression data from Holstege et al. (1998);

for fly, we used as expression level the geometric mean of

expression data from different tissues obtained by Stolc

et al. (2004); for human, we also measured expression

level as the geometric mean of expression data from dif-

ferent tissues; we downloaded the human expression data

from http://www.wombat.gnf.org/ (Su et al. 2004). After

discarding all ORFs for which we did not have expression

data and dN values, our final data sets contained 676, 339,

114, and 417 ORFs for E. coli, S. cerevisiae, D. melano-

gaster, and H. sapiens, respectively.

We obtained protein domain information from the Dali

Domain Dictionary (http://www.ebi.ac.uk/dali/domain)

(Dietmann et al. 2001). We calculated the contact density

for each domain, excluding any contacts to residues outside

of the domain. To calculate evolutionary rates for domains,

we first had to identify domain boundaries in the aligned

orthologues. We determined the location of these bound-

aries by aligning the two orthologues plus the sequence of

the corresponding PDB structure with MUSCLE. We

excluded from our data set those orthologous domain pairs

with an alignment length \80%. Then we calculated dN

and dS for the domains using PAML as described above.

Designability and Contact Density

A protein’s designability is defined as the total number of

amino acid sequences that fold into the given structure (Li

et al. 1996; Kussell 2005). Designability varies widely

among structures. Although atomistic simulations could be

used to estimate the designabilities of real proteins, they

are extremely time-consuming and therefore become

infeasible for large numbers of proteomic sequences (but

see Meyerguz et al. 2007). Assuming that the energy of a

structure is due to pairwise interactions between residues,

Shakhnovich and coworkers (England and Shakhnovich

2003; England et al. 2003) have proposed that a structure’s

designability D is related to traces of even powers of the

structure’s contact matrix C, that is, TrC2/L, TrC4/L, TrC6/

L, and so on, where L is the protein’s length. (Note that

TrC2/L is simply the average number of contacts per res-

idue.) A suitable linear combination of these contact traces

should estimate D. Alternatively, the largest eigenvalue of

C should also estimate D (England and Shakhnovich 2003).

Finally, Bloom et al. (2006) suggested that an alternative to

measures derived from the contact matrix could be the

fraction of buried residues in the protein structure, fbur.

Here, we estimate D from the first three even contact

traces, the largest eigenvalue of the contact matrix, and the

fraction of buried sites. All five of these quantities are related

to the density of contacts in a protein structure and are

strongly correlated with each other (Table 1). Therefore, we

use the term contact density as a generic term referring to all

of them. When we want to refer to the quantity TrC2/L, which

is usually called contact density, we here use the term

average number of contacts per residue.

Statistical Analysis

We carried out our statistical analyses with the statistics

software R (Ihaka and Gentleman 1996). We calculated

correlation coefficients and associated P values using the R

function ‘‘cor.test()’’ with method ‘‘spearman.’’ We used

the package ‘‘pls’’ in R to perform principal component

regression. Analyses were carried out on rank-transformed

data unless specified otherwise.

In our correlation analyses, we adjusted for multiple

testing separately for each species, using the method of the

false discovery rate (Benjamini and Hochberg 1995).

Results

Protein Structure and Evolutionary Rate

First, we correlated with evolutionary rate the five mea-

sures of contact density: the average number of contacts

Table 1 Spearman correlations between the average number of

contacts per residue (den) and the other four measures of contact

density

Organism ev Tr4 Tr6 fbur

E. coli 0.90*** 0.98*** 0.96*** 0.90***

S. cerevisiae 0.86*** 0.98*** 0.94*** 0.87***

D. melanogaster 0.90*** 0.98*** 0.94*** 0.90***

H. sapiens 0.86*** 0.98*** 0.94*** 0.83***

Note. ev, maximum eigenvalue of the contact matrix; Tr4, fourth-

order contact trace; Tr6, sixth-order contact trace; fbur, fraction of

buried sites. *** P \ 0.001. Adjustment for multiple tests does not

affect significance levels
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TrC2/L (den), the maximum eigenvalue of the contact

matrix (ev), the quantities TrC4/L (Tr4) and TrC6/L (Tr6),

and the fraction of buried sites (fbur). We found a signifi-

cant positive correlation between evolutionary rate dN and

these quantities in all four species (Fig. 1 and Table 2).

The correlation coefficients ranged from 0.14 to 0.36, in

agreement with the results of Bloom et al. (2006).

The correlations between contact density and dN are

only meaningful if they are not confounded by gene

expression level, which is a major predictor of evolutionary

rate in most species (Duret and Mouchiroud 2000, Pal et al.

2001; Herbeck et al. 2003; Rocha and Danchin 2004;

Subramanian and Kumar 2004; Drummond et al. 2005,

2006). In our data set, expression level correlates nega-

tively with dN in all four species (Table 2). To detect

potentially confounding effects of expression level, we

correlated it with the five measures of contact density. Our

results were ambiguous (Table 3). While we found weak

but highly significant negative correlations with expression

level for all measures of contact density in E. coli and

yeast, correlations were not significant in fly (likely a

consequence of small sample size) and absent in human. A

partial correlation analysis between dN and measures of

contact density controlling for expression level yielded

results similar to the raw correlations shown in Table 2

(data not shown). This result provides further support for

our hypothesis but is not conclusive, because partial cor-

relation analysis has a tendency to produce false positives

when the variable that is being controlled for is noisy

(Drummond et al. 2006). We return to the question whe-

ther expression level confounds our results in the next

subsection.

We also considered protein length. Bloom et al. (2006)

found that contact density is related to protein length, that

only short proteins tend to have low contact densities, and

that protein length correlates positively with evolutionary

Table 2 Spearman correlations of dN with expression level, measures of contact density, and measures of secondary structure content

Organism exp den ev Tr4 Tr6 fbur len fh fe ft fc

E. coli -0.50*** 0.17*** 0.16*** 0.16*** 0.16*** 0.20*** 0.16*** 0.02 0.03 -0.04 0.01

S. cerevisiae -0.51*** 0.25*** 0.21*** 0.25*** 0.25*** 0.23*** 0.16*** 0.05 0.01 -0.12(*) 0.05

D. melanogaster -0.28** 0.32**(*) 0.27** 0.29** 0.28** 0.36*** 0.34*** 0.07 -0.08 0.08 -0.02

H. sapiens -0.19*** 0.14** 0.15** 0.15** 0.15** 0.16**(*) 0.05 -0.07 0.02 0.05 0.09

Note. exp, gene expression level; den, contact density; ev, maximum eigenvalue of the contact matrix; Tr4, fourth-order contact trace; Tr6, sixth-

order contact trace; fbur, fraction of buried sites; len, protein length; fH, fE, fT, and fC, fraction of sites with secondary structure helix, sheet, turn,

and coil, respectively. Sample sizes are n = 777 (E. coli), n = 363 (S. cerevisiae), n = 795 (D. melanogaster), and n = 860 (H. sapiens).

Significance levels: *** P \ 0.001; ** P \ 0.01; * P \ 0.05. Significance levels in parentheses disappear after correction for multiple testing
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rate. Our present results agree with these findings (Tables 2

and Supplementary Table S1). Finally, we tested whether

proteins’ secondary structure composition had a relationship

to evolutionary rate. We found no such signal (Table 2), in

agreement with the results of Bloom et al. (2006).

Principal Component Regression

The simple correlation and partial correlation analyses of

the previous subsection could not rule out that the rela-

tionship between contact density and evolutionary rate is

confounded by expression level. As an alternative approach

to this question, we carried out a principal component

regression (Mandel 1982; Drummond et al. 2005) on our

data.

In this regression, we used dN as response variable and

included gene expression level, length, and the five measures

of contact density as predictors. Because secondary structure

composition was not correlated with dN, we excluded the

former from the predictors to simplify the analysis. However,

our conclusions remain virtually unchanged if secondary

structure composition is included (data not shown).

We first carried out a principal component analysis of

the seven predictor variables. We found that the component

composition was nearly identical in the four species

(Fig. 2). The first three components have a clear

Table 3 Spearman correlations of expression level with measures of contact density

Organism den Ev Tr4 Tr6 fbur

E. coli -0.13**(*) -0.15*** -0.15*** -0.15*** -0.16***

S. cerevisiae -0.19**(*) -0.19**(*) -0.18**(*) -0.18**(*) -0.17**(*)

D. melanogaster -0.22* -0.13 -0.19(*) -0.17 -0.20(*)

H. sapiens -0.01 -0.00 -0.03 -0.03 -0.02

Note. den, contact density; ev, maximum eigenvalue of the contact matrix; Tr4, fourth-order contact trace; Tr6, sixth-order contact trace; fbur,

fraction of buried sites. Significance levels: *** P \ 0.001; ** P \ 0.01; * P \ 0.05. Significance levels in parentheses disappear after cor-

rection for multiple testing
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Fig. 2 Projection patterns of

the first five principal

components for each species.

We analyzed seven predictor

variables including expression

level, protein length, and five

measures of contact density.

exp, gene expression level; den,

contact density; ev, maximum

eigenvalue of the contact

matrix; Tr4, fourth-order

contact trace; Tr6, sixth-order

contact trace; fbur, fraction of

buried sites; len, protein length
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interpretation. PC 1 represents contact density, PC 2 rep-

resents expression level, and PC 3 represents length.

For each species, we next regressed evolutionary rate dN

against all components. In all four species, we found that

both the contact density (PC 1) and the expression level

(PC 2) made a significant contribution to the regression

(Fig. 3). (For fly, the significance of dN’s regression

against PC 2 was marginal.) Contact density explained

between 2.3% and 11.8% of the variance in dN, indepen-

dently of expression level. These findings are in agreement

with the results of Bloom et al. (2006). We also regressed

the PCs against the synonymous evolutionary rate dS,

expecting that contact density would have no explanatory

power for dS. Yet we found a significant correlation

between PC 1 and dS in E. coli and fly. In E. coli, contact

density predicts dS as well as it predicts dN. In fly, contact

density predicts dS better than dN, explaining almost 20%

of the variance in dS.

For fly, the PC regression seems to imply that contact

density is a more important predictor of evolutionary rate

than expression level. We caution against this conclusion,

however, because sample size in fly is small and fly genes

with structural information form a biased sample of all fly

genes. Expression level explains 12.3% of the variance in dN

if we consider all genes for which we have both expression

level and dN values (q = -0.35, P � 0.0001; n = 2,277)

but explains only 7.8% of the variance if we restrict the data

set to genes with structural information (q = -0.28,

P = 0.003; n = 114). The contrast becomes even stronger if

we consider the fraction of optimal codons (Fop, known to

correlate strongly with expression level in fly, e.g. Duret and

Mouchiroud 1999) as surrogate for expression level. Fop

explains 27% of dN’s variance in the full data set (q = -.52,

P � 0.0001, n = 2,277) but only 11.6% in the data set with

structural information (q = -0.34, P = 0.0002; n = 114).

Both expression level and Fop are significantly higher for the

genes with structural data than for those without (t-tests,

P = 0.0006 and P � 10-10, respectively).

For E. coli, S. cerevisiae, and D. melanogaster, we also

carried out the principal component regression with Fop added

as second indicator of gene expression level. Our results were

essentially unchanged from those shown in Fig. 3.

Contact Density and Evolutionary Rate of Protein

Domains

Even though the PC regression seems to indicate that

contact density influences evolutionary rate independently

of expression level, it is worrisome that contact density

predicts the synonymous rate of evolution dS in E. coli as

well as, and in fly better than, the nonsynonymous rate dN.

This result could indicate that contact density is con-

founded with the true, evolutionarily relevant expression

level, which may differ from the expression level obtained

experimentally under laboratory growth conditions. Alter-

natively, factors other than expression level may also be

confounding contact density.

To control for a large class of possibly confounding fac-

tors, we shifted our analysis to protein domains. Different

domains have different designabilities, and if a protein

consists of a high-designability and a low-designability

domain, we expect the former to evolve faster than the latter.

Since the two domains are physically linked, we expect them

to experience virtually identical mutation pressure, expres-

sion level, selection for translational efficiency, or functional

importance. Even though two domains within a single pro-

tein may still experience different selective pressures (see

Discussion), by analyzing domains we exclude all con-

founding factors that cause differences among proteins but

act uniformly within a single protein.

We calculated contact densities and evolutionary rates for

each protein domain, and found that the correlations between

these quantities mirrored those for protein-wide quantities

but tended to be weaker (Table 4). (In this paragraph, we use

contact density exclusively in its narrow sense, to refer to the

average number of contacts per residue.) We then correlated

the log-transformed ratio of the per-domain and per-protein

evolutionary rates with the difference of the per-domain and
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Fig. 3 Variance in dN and dS explained by principal components.

We only show components that explain at least 1% of the variance in

dN or dS. The following components were statistically significant

(P \ 0.05) but excluded from the graph by this criterion: PC5 in

human regressed against dN, PC4 in E. coli, and PC1 in yeast

regressed against dS. The principal component structure is shown in

Fig. 2. Significance levels: ***P \ 0.001; **P \ 0.01; *P \ 0.05.

Significance levels in parentheses disappear after correction for

multiple testing (Benjamini and Hochberg 1995)
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per-protein contact densities, and found significant positive

correlations in all species (Table 4). This result indicates that

a domain’s contact density can speed up the domain’s evo-

lutionary rate in comparison to the protein-wide dN. As a

second test of the same principle, we considered only two-

domain proteins, identified the domain with the higher

contact density (denhigh) and the one with the lower contact

density (denlow), and correlated the log-transformed ratio of

the corresponding evolutionary rates ln(dNhigh/dNlow) with

the difference denhigh-\denlow. Again, we found a significant

positive Pearson correlation in all species (Table 4; see also

Fig. 4). We also considered the data set obtained by pooling

the data from all species, and found a positive Pearson cor-

relation as well (r = 0.20, P \ 10-4). By contrast, we found

no correlation when we carried out the same analysis for dS

(r = -0.04, P = 0.460). Our results did not change signif-

icantly when we extended the analysis from two-domain to

all multidomain proteins (data not shown).

Accuracy of Crystal Structures and Sequence

Alignments

To assess to what extent our results depend on the sequence

identity between ORF and PDB structure and on the

accuracy of the PDB structure, we repeated our analysis

with reduced, high-confidence data sets in which we

excluded all cases with a sequence identity\80% or with a

structure that had a resolution [2.5 Å or was not deter-

mined by X-ray diffraction. These criteria led to a dramatic

reduction in data-set size, from a factor of 2.4 in E. coli to a

factor of 160 in D. melanogaster. Consequently, statistical

significance was greatly reduced or lost completely for

many correlations (Supplementary Tables S2 and S3). Yet

the sign and strength of the correlations were largely

unaffected, and all whole-gene correlations remained

significant in yeast (Table S2). For fly, the reduced data set

was so small (five ORFs with both structural and expres-

sion data) that a correlation analysis on it became

meaningless. For the per-domain results—domains with

contact density exceeding the protein average experience

accelerated evolution compared to the entire gene—

significance was preserved in E. coli and S. cerevisiae.

We found that the size of the reduced data sets follows

broadly the number of species-specific structures in the

PDB. As of November 8, 2007, there are 411 structures for

E. coli, 180 for S. cerevisiae, and 895 for Homo sapiens,

but only 10 for D. melanogaster. Note that we should not

expect perfect agreement between these numbers and the

sizes of our data sets, because the PDB frequently contains

several structures for the same protein, for example, with

different ligands or in different mutant forms.

Discussion

We have analyzed whether a protein structure’s contact

density affects the evolutionary rate of the encoding gene.

We used the average number of contacts per residue, the

maximum eigenvalue of the contact matrix, the fourth- and

Table 4 Correlations between a domain’s dN and a domain’s contact density

Organism Domain Protein Pearson correlation

R [ln(dNdom/dNpro), (dendom - denpro)]
n q (dNdom, dendom) n q (dNpro, denpro)

E. coli 833 0.08* 521 0.13** 0.14***

S. cerevisiae 390 0.18*** 229 0.23*** 0.15**

D. melanogaster 633 0.24*** 387 0.29*** 0.22***

H. sapiens 752 0.03 456 0.09* 0.09*

Note. Correlations were calculated for all ORFs with protein structure and domain data, including ORFs without expression data. n, number of

sequences; dNdom and dNpro, the domain’s and the corresponding protein’s evolutionary rates; dendom and denpro, the domain’s and the

corresponding protein’s contact densities. Significance levels: *** P \ 0.001; ** P \ 0.01; * P \0.05
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Fig. 4 The correlation between the domain’s contact density differ-

ence and the corresponding log-transformed dN ratio in two-domain

proteins. In the lower graph, each data point represents a bin in the

logarithmic dN ratio with a step size of 2.0
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sixth-order contact trace, and the fraction of buried sites to

estimate contact density. These five quantities were

strongly correlated with each other and had roughly com-

parable predictive power for evolutionary rate. We found

that proteins with higher contact density tended to corre-

spond to more rapidly evolving genes. This tendency is

consistent with the hypothesis that contact density is a

measure of designability and that more designable proteins

evolve faster. We tested whether these results were possi-

bly caused by confounding effects of gene expression level

but did not find strong evidence supporting this alternative

hypothesis.

The effect of contact density on evolutionary rate dif-

fered substantially among the four species we studied.

Contact density was a much better predictor of dN in yeast

and fly than in E. coli and human. In particular, in fly

contact density explained more than 10% of the variation in

dN, whereas in human it only accounted for approximately

2%. Our results for yeast were largely consistent with the

previous results of Bloom et al. (2006), but the present

study used a data set almost twice as large as the previous

one (339 yeast ORFs in the present study versus 194 ORFs

in Bloom et al. [2006]). Furthermore, with respect to sec-

ondary structure composition and protein length, our

results in all four species also agreed with those of Bloom

et al. (2006). Secondary structure composition seems to be

largely irrelevant for the rate of evolution. Protein length is

strongly correlated with contact density but does not seem

to make an independent contribution to dN.

Solvent-inaccessible residues tend to be evolutionarily

more conserved than solvent-accessible residues (Koshi

and Goldstein 1995; Goldman et al. 1998; Mirny and

Shakhnovich 1999; Dean et al. 2002), yet we find that

proteins with a larger fraction of buried sites evolve more

rapidly as a whole. The resolution to this apparent con-

tradiction is simple: just because buried sites in one protein

evolve slower than exposed sites in the same protein, these

buried sites do not necessarily evolve slower than buried or

exposed sites in another protein. Regions of high contact

density form stabilizing cores of conserved highly inter-

acting amino acids, and these cores allow other, more

exposed residues to mutate more freely (Shakhnovich et al.

2005; Bloom et al. 2006). As a result, the protein-wide

evolutionary rate increases with the fraction of buried sites

in the protein.

In E. coli, yeast, and fly, we found a weak tendency for

proteins with higher contact density to have lower

expression levels. This tendency may simply reflect the

negative correlation between expression level and gene

length (Supplementary Table S1). Since more highly

expressed genes tend to have lower dN values, some of the

positive correlation between contact density and dN may

actually reflect the negative correlation between contact

density (or length) and expression level. Nevertheless,

because of our results from the PC regression and from

protein domain evolution (see also below), we are confi-

dent that at least some of the correlation between contact

density and evolutionary rate is genuine.

In E. coli and fly, we also found a significant correlation

between contact density and the rate of synonymous sub-

stitution dS. While previous work has shown that protein

structure can cause codon bias (Orešič and Shalloway

1998; Gu et al. 2004), these effects are generally weak and

restricted to a small number of sites in a protein and,

therefore, are likely not causing the correlations we

observed. We currently do not have a good explanation for

our finding, or why it should occur in E. coli and fly but not

in yeast or human.

Most proteins whose length exceeds approximately 300

residues contain two or more structural domains. The indi-

vidual domains in such proteins usually show a high degree

of structural independence, with relatively weak interac-

tions between the domains. We tested whether differences in

contact density were correlated with differences in evolu-

tionary rate for domains within a single protein, and found

that such a correlation, even though weak, does indeed exist.

This result serves as an important control for factors that

might have confounded our results for entire proteins.

Numerous quantities may confound a comparison of evo-

lutionary rates among genes, such as expression level, GC

bias, gene function, or positive selection, and it is difficult to

properly control for all of them in a comparison among

genes. By contrast, we expect that many of these factors, in

particular, expression level and GC bias, are identical for

different domains of the same protein. Even so, there are

potentially confounding factors acting on individual

domains. Different domains in a protein frequently have

separate functions (Ren et al. 1995; Holstein et al. 1996;

Appelgren et al. 2003), and certain types of domains could

experience increased positive or purifying selection pres-

sures. Domains with a larger proportion of sites involved in

protein-protein interactions may experience stronger puri-

fying selection (Kim et al. 2006). Purifying selection is also

expected to act stronger on thermodynamically less stable

domains (Bloom et al. 2005).

For any study involving protein structure, the question

arises how reliable the data are. The main results of the

present work were obtained under criteria that maximize

data-set size over data quality. We considered all ORFs for

which we could find a structure with at least 40% sequence

identity and considered all experimentally determined

protein structures, regardless of resolution or experimental

method. Under these criteria, we can assume that we

generally assign the correct protein fold to each ORF, but

the atomic details of the PDB structure will usually differ

from those of the actual protein we are interested in. To
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assess whether the quality of the alignment or structure

affected our results, we also considered high-confidence

data sets in which we excluded distantly related structures

and structures with low resolution. Our results for these

data sets were consistent across all species and generally

followed the pattern we would expect from a reduction in

data-set size. Correlations did not change sign and had only

moderate changes in magnitude, but statistical significance

declined or disappeared completely.

Two recent studies seem to conflict with our results.

Shakhnovich (2006) analyzed domains of protein-coding

genes in yeast and Caenorhabditis elegans, and found a

negative correlation between dN/dS and contact density.

While we analyzed dN rather than dN/dS here, our results

remain largely unchanged if we consider the latter (data not

shown). The differences between Shakhnovich’s work and

ours seems to arise from the assignment of sequences to

structures. While his and our evolutionary rates correlate

strongly, we found little overlap between our sequence-to-

structure assignment and his. In support of our results, we

emphasize that the sequence-to-structure assignment of

Bloom et al. (2006) was carried out independently from the

one we use here, with largely identical results.

Lin et al. (2007) reported a positive correlation between

evolutionary rate and the fraction of exposed sites, thus

implicitly reporting a negative correlation with the fraction

of buried sites. There are two important differences between

Lin et al.’s work and ours. First, Lin et al. (2007) counted

both intra- and interchain contacts when calculating exposed

surface area, whereas we excluded all interchain contacts.

We believe that mixing these two types of contacts is

problematic, because intrachain contacts are predicted to

speed up evolution (England and Shakhnovich 2003; Bloom

et al. 2006), whereas interchain contacts seem more likely to

slow down evolutionary rate, even if the magnitude of this

effect is highly debated (Fraser et al. 2002; Bloom and

Adami 2003; Fraser 2005; Mintseris and Weng 2005; Kim

et al. 2006; Drummond et al. 2006; Hakes et al. 2007).

Second, whereas our work used experimentally determined

protein structures, the central results of Lin et al. (2007)

relied on machine learning algorithms to predict the fraction

exposed in sequences that were only distantly related to

proteins with known structures. Lin et al. (2007) obtained

their main result from amino acid sequences alone, using a

support-vector machine (SVM) to predict residues’ surface

exposure. Lin et al.’s Table 1 shows that a strong positive

correlation between the fraction of exposed sites (as pre-

dicted by SVM) and the evolutionary rate arose only in the

limit where the SVM was least likely to work, for ORFs that

align poorly with sequences of known crystal structures.

In this study, we have addressed the question whether

more designable proteins evolve faster. We have found that

such a relationship seems to exist but is weak. Two major

obstacles impede more conclusive studies. First, the num-

ber of proteins with known crystal structure remains

comparatively small. Even for well-studied model organ-

isms such as E. coli and yeast, we have crystal structures

for only\20% of all proteins encoded in these organisms’

genomes. We hope that structural data with more complete

coverage will be available in the future. Second, we are

still lacking an accurate estimator of protein designability.

Contact density is a convenient but crude estimator of

designability; we would prefer to use a direct estimate of

the number of sequences folding into a particular structure,

obtained, for example, from an accurate simulation of

protein folding. Fortunately, such data are now becoming

available (Meyerguz et al. 2007). In future studies, it

should be possible to compare directly the relationship

between designability and evolutionary rate.
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